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Image Representations

• A digital image is an array of numbers.

Color image

=

R
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3

Grayscale image

With 8 bits, pixel 
values change 

between 0 and 255
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• YCbCr color space: Describe images in terms of luminance 
and chrominance components

Color Spaces

Alternative color spaces can be preferred in different 
applications:
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[Intel integrated performance primitives for intel architecture reference manual]

• Often used in image and video 
compression applications
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• HSV color space: Describe images in terms of hue, saturation, 
and value

Color Spaces
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• Separates color information from intensity 

➡  More robust to illumination changes than RGB in color-based 
detection
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Object Detection

• Object detection: Search for what characterizes your 
query object in the image 

• Search this in your image:  

• Color-based detection: “Look for a red object” 

• Shape-based detection: “Look for a sphere” 

• Color & Shape -based detection: “Look for a red sphere”

[pixabay.com]
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Color-Based Detection

• Color-based detection characterizes the query 
object in terms of its color. 

• A threshold is applied. 

• Example: To look for a red object 

• R>200 

• R>200 & G<100 & B<100 

• -60∘<  Hue < 60∘

[pixabay.com]

[dsp.stackexchange.com]
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Limitations of Color-Based Detection

• Color-based detection is easy to implement. 

• However, it has serious limitations!

-  Uncontrolled background is easily confused with the object

-  Appropriate value of the threshold depends a lot on the 
illumination conditions 

-  Detection algorithm is quite vulnerable to noise, shadows, …

[dreamstime.com]
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Color-Based Detection Example

• Problem: Detect the red frame surrounding the gadget

Under daylight illumination

Detection with 
R>200, B<180, G<180

Detection result

Under direct sunlight

Detection with 
R>200, B<180, G<180

Detection result

Shadows

Intensity variations

10
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• Problem: Look for a generic shape (rectangle, circle) in 
your image

Shape-Based Detection

11

• A basic contour-based shape detection algorithm: 

- Find the contours in the image

[wikipedia.org]

… … … …
- Simplify the contours by reducing points

- Determine shape based on contour information: 
- 3 vertices: Triangle 
- 4 vertices: Rectangle 
- Many vertices + extra conditions: Circle
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• Open-CV implementation of the contour-based 
shape detection algorithm is available:

Shape-Based Detection

[pyimagesearch.com]
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An Overview of Object Detection Techniques

• Color-based detection: Not robust to imaging conditions 

• Shape-based detection: More reliable if you look for a 
simple shape 

• Techniques for objects with more complex shapes: 

- Template matching 

- Feature matching 

- Customized detectors

13
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Object Detection with Template Matching

• Template matching:  
- Convolve (correlate) the query pattern with the searched image

Query pattern
Searched image

* …
…

- Inspect the maximum value of the convolution

Peak at (144,142)

14
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Object Detection with Template Matching

Query pattern: Searched image:

Detection result

• Advantages: 
- More reliable than color-based detection 
- Easy to implement (FFT-based implementations, Phase 

Correlation method) 
• Limitations: 

- Geometric transformations (scale changes, rotations) lead to 
errors

15
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Feature-Based Object Detection

• Features: Points of interest in an image that can be 
repeatably detected 

• Corner points, blob-like regions, ring-shaped regions …

16
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• Harris corner detector: Looks for corner-like points 
where image gradients are high in both directions 
[Harris, 1988] 

Feature Detection Algorithms

• SIFT (Scale-Invariant Feature Transform): Looks for 
ring-like structures [Lowe, 2004]

• Several improvements in more recent feature detectors:  
Faster operation, transformation-invariance,… 
-  SURF, FAST, ORB, …

17
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• A descriptor vector is assigned to each feature point. 

- Describes the structure of the image around the feature 

• Example: A common descriptor is Histogram-of-Gradients

18

Feature Descriptors

[ ]....
Histograms of  

gradient directions

Combined histograms: 
Descriptor vector

[Lowe, 2004]
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Feature Matching

• Each feature is assigned a descriptor vector

19

[ ]...

[ ]...
[ ]...

[ ]...

Query pattern

Searched image

• Comparing the descriptor vectors, the match of 
each query feature is found in the searched image.
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• Wrong matches are eliminated with an algorithm like RANSAC 
[Fischler 1981]. 

• From the matched features, the query pattern is detected in 
the searched image. 

• The location of the sought object can be estimated.

20

Feature Matching

[www.mathworks.com]

•  Open-source implementations are available
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Customized Detectors
• It may be possible to devise your own detector 

based on the properties of the object you look for.

21

• Searched pattern: Develop an object 
detector based on image 

gradients

• Examples: QR code scanners, barcode scanners, … 

Develop an object 
detector based on edge 

detection

• Searched pattern: 

• Bonus: The pattern may allow the inference of extra 
information (orientation, distance, etc.)
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Image Enhancement

• Due to lighting conditions, noise, etc. the captured 
image may undergo distortions. 

• Common problems: 

• Low contrast (too dark or too bright image) 

• Noise 

• Blurred image

23
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Contrast Stretching

• Problem: The dynamic range of intensity levels in the 
image is too limited.

24

Original image Histogram of original image

• Solution: Apply a transform that increases the 
dynamic range of intensity levels
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Contrast Stretching

25

Original image Histogram of original image

Contrast-enhanced image
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[www.eie.polyu.edu.hk/~enyhchan]

[www.eie.polyu.edu.hk/~enyhchan]
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Histogram Equalization
• Problem: The pixels of the image have an undesired 

intensity distribution (histogram) 

26

Transform: rk ! sk

sk =
1
N

kX

i=0

ni

• Solution: Apply a transform that produces an image with 
uniform intensity histogram

r1, r2, . . . : Gray levels of the original image
n1, n2, . . . : Number of pixels with these gray levels
N : Total number of pixels

Original image
&<+✓,PDJH(QKDQFHPHQW✓S⌘⇢

• Example: Equalizing an image of 6 gray levels.
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level, rk/5

0.0 0.2 0.4 0.6 0.8 1.0

Freq. Count of rk, nk 4 7 2 1 0 1

Probability P(rk) =
nk/n

4/15 7/15 2/15 1/15 0/15 1/15

∑==
=

k

j

j
kk n

n
rTs

0
)(

4/15
= 0.27

11/15
= 0.73

13/15
= 0.87

14/15
= 0.93

14/15
= 0.93

15/15
= 1.00

Quantized sk 0.2 0.8 0.8 1.0 1.0 1.0

0.0
0.2
0.4
0.6
0.8
1.0

0.2
0.8
0.8
1.0
1.0
1.0

Trk sk
4
7
2
1
0
1

4
7
2
1
0
1

freq
0.0:
0.2:
0.4:
0.6:
0.8:
1.0:

0
4
0
0
9
2

freq
0.0:
0.2:
0.4:
0.6:
0.8:
1.0:

)LJ⇤�⌘⇤([DPSOH⇤RI⇤KLVWRJUDP⇤HTXDOL]DWLRQ

&<+✓,PDJH(QKDQFHPHQW✓S⌘�

Original image

Histogram

Histogram of original image
[www.eie.polyu.edu.hk/~enyhchan] [www.eie.polyu.edu.hk/~enyhchan]
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Histogram Equalization

Original image
&<+✓,PDJH(QKDQFHPHQW✓S⌘⇢

• Example: Equalizing an image of 6 gray levels.

Index k 0 1 2 3 4 5

Normalized Input
level, rk/5
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Histogram

&<+✓,PDJH(QKDQFHPHQW✓S⌘�◆

(b) Histogram specification

• Histogram equalization only generates an
approximation to a uniform histogram.

• Sometimes the ability to specify particular
histogram shapes capable of highlighting certain
gray-level ranges in an image is desirable.

• Procedures:
1. Determine the transformation )( kk rTs =  that can

equalize the original image's histogram pr(r).
2. Determine the transformation )( kk bGs =  that can

equalize the desired image's histogram  pb(b).
3. Perform transformation ))((1

krTG− .

• The principal difficulty in applying the histogram
specification method to image enhancement lies in
being able to construct a meaningful histogram.

Histogram of equalized image

[www.eie.polyu.edu.hk/~enyhchan]

[www.eie.polyu.edu.hk/~enyhchan]

[www.eie.polyu.edu.hk/~enyhchan]

[www.eie.polyu.edu.hk/~enyhchan]
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Median Filtering and Smoothing
• Problem: The image is noisy

28

Spike noise White noise

• Low-pass filtering 

- Decreases noise but blurs the image 

• Median filtering:  

- For each pixel, sort the intensity value of the neighbors 

- Determine their median and assign it to output pixel

• Solution:

[www.eie.polyu.edu.hk/~enyhchan]
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Median Filtering and Smoothing

Spike noise White noise

Median filtering 
output

Low-pass filtering 
output

[www.eie.polyu.edu.hk/~enyhchan]
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Image Sharpening

• Problem: Image is blurred

30

• Solution: Apply a high-pass filter and boost high-
frequency components
Example: 3x3 high-pass filter

&<+✓,PDJH(QKDQFHPHQW✓S⌘�⇢

2ULJLQDO⇤ZLWK⇤↵D�⇤VSLNH⇤QRLVH⇤↵E�⇤ZKLWH⇤QRLVH

0HGLDQ⇤ILOWHULQJ⇤RXWSXW

/RZ⇣SDVV⇤ILOWHULQJ⇤RXWSXW

&<+✓,PDJH(QKDQFHPHQW✓S⌘��

3.2. Sharpening Filters
• To highlight fine detail in an image or to enhance

detail that has been blurred, either in error or as a
natural effect of a particular method of image
acquisition.

• Uses of image sharpening vary and include
applications ranging from electronic printing and
medical imaging to industrial inspection and
autonomous target detection in smart weapons.

(a). Basic highpass spatial filter

• The shape of the impulse response needed to
implement a highpass spatial filter indicates that the
filter should have positive coefficients near its
center, and negative coefficients in the outer
periphery.

• Example : filter mask of a 3x3 sharpening filter
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−−−
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• The filtering output pixels might be of a gray level
exceeding [0,L-1].

Blurred image High-pass component Enhanced image
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Edge Detection
• Sharpening filters have interesting applications 

• Directed derivative filters

31
&<+✓,PDJH(QKDQFHPHQW✓S⌘�⌧

• The results of highpass filtering involve some form
of scaling and/or clipping to make sure that the gray
levels of the final results are within [0,L-1].

(b). Derivative filters.

• Differentiation can be expected to have the opposite
effect of averaging, which tends to blur detail in an
image, and thus sharpen an image and be able to
detect edges.

• The most common method of differentiation in
image processing applications is the gradient.

• For a function f(x,y), the gradient of f at coordinates
(x',y') is defined as the vector

)','(

)','(

yxy
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yxf
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• Its magnitude can be approximated in a number of
ways, which result in a number of operators such as
Roberts, Prewitt and Sobel operators for computing
its value.

&<+✓,PDJH(QKDQFHPHQW✓S⌘�◆

Example: masks of various operators
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Roberts
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11
-1 -1

Vertical derivative Horizontal derivative

Sobel operators:

Vertical edgesHorizontal edges All edges [www.eie.polyu.edu.hk/~enyhchan]

• Canny edge detector: Sobel operator + post-processing
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Part I: Conclusions

• Object detection 

‣ Do not base your algorithm just on color detection! 

‣ Use shape priors, pattern features 

‣ Even design your pattern if you can 

• Image enhancement: To improve the quality of your 
image 

‣ Histogram equalization 

‣ Denoising

32
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3D Geometry and Perspective Correction

• Problem: When capturing a scene, how to relate observed 
2D pixel coordinates to actual 3D coordinates?

34

3D coordinates  
(X,Y,Z)=? 

Pixel coordinates  
(x,y) 

3D distance=?  

Pixel distance  
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 55

Homogeneous coordinates of a point are obtained by adding a scale entry at the 

end of usual coordinates. For example, a 3D point with coordinates (X, Y, Z) can 

be expressed in homogeneous coordinates as (X, Y, Z, 1), or equivalently as (kX, 

kY, kZ, k) for any scalar k. Similarly a 2D point with coordinates (x, y) is 

expressed as (cx, cy, c) in homogeneous coordinates. Therefore, (2.34) can be 

rewritten as: 

 

 

⎡ ⎤
⎡ ⎤ ⎡ ⎤ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎢ ⎥=⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦

⎣ ⎦

11 12 13 14

21 22 23 24

31 32 33 34

kX
cx P P P P

kY
cy P P P P

kZ
c P P P P

k

 

 

 

Projective Cameras 

 

The most general camera form is the projective camera. A projective camera 

maps 3D world points to 2D image points via the relation x=PX. A general 

projective camera is represented by an arbitrary 3×4 matrix of rank 3.  

 

 
 

Figure 2.14: Camera center, image plane, principal point and the principal axis 
 

Relation Between 3D - 2D Coordinates
• Pinhole camera model:

35

• Derive the 2D coordinates of the image of a 3D point:

 56

Since P is a rank-3 matrix with 3 rows and 4 columns, it has a one-dimensional 

null space. Moreover, the vector C generating the null space of P, such that 

PC=0, is the camera center of P represented in homogeneous coordinates. 

 

The principal axis is the line passing through the camera center C with direction 

perpendicular to the image plane. The intersection of the principal axis with the 

image plane is the principal point. 

 

 

Pinhole Camera Model 

 

A pinhole camera is a special form of projective camera that constitutes a simple 

model for most commercial cameras. The pinhole camera model maps a 3D point 

X to the 2D point x on the image plane, which is at the intersection of the line 

joining the camera center C to the scene point X. This mapping is illustrated in 

Figure 2.13.  

 

 
Figure 2.15: Projection of the scene point (X, Y, Z) to the image point (fX/Z, fY/Z) with a pinhole 
camera 
 
 
 
Denoting the focal length of the camera by f, which is defined as the distance 

between the camera center and the image plane, it is easy to establish the mapping 

between the 3D point (X, Y, Z) and its 2D projection (fX/Z, fY/Z) on the image 

The 3D point (X, Y, Z) is 
mapped to the 2D point  
✓

f
X

Z
, f
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Z

◆

Image plane
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Pinhole Camera Model

(X,Y,Z)!
✓
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• Relation between 3D point and 2D point
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Pinhole Camera Model

37

• The camera frame is not necessarily aligned with the 
world frame

Camera 
 frame X

Z

Y

World 
 frame

Y

X

Z

R, t

x = [K|0]X x = K[R|t]X
2

4
kx

ky

k

3

5

2

664

X
Y
Z
1

3

775

Pinhole camera model

Under rotation and  
translation

X! [R|t]X



EE 493, METU, 2018

Is 3D Reconstruction Possible?

38

x = K[R|t]X
2

4
kx

ky

k

3

5

2

664

X
Y
Z
1

3

775

Pinhole camera model

[
3x4 matrix 

Not invertible!

We cannot recover X from x in 
general.

C 
Camera center 

? 
? 

• Good news:  We can recover X when we know that it is on 
a planar surface!
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Model Under Planar Scene
• Planar scene assumption: Let us take Z=0

39

World frame coordinates:  
(X,Y,0) 

Z=0 

C
Pixel coordinates:  

(x,y) 
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Homographies

• This relation is called a homography. 

• H is a 3x3 invertible matrix. 

• The 3D point X can be recovered 
from its pixel coordinates!

40

x = HX
2

4
kx

ky

k

3

5 [3⇥ 3]
2

4
X
Y
1

3

5

How to correct the perspective distortion for planar points: 

1. Compute the homography matrix from a set of known 3D 
points on a plane and their pixel coordinates 

2. Find the matrix H-1 

3. Given x in pixel coordinates, find the 3D point as X = H-1 x
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World frame coordinates  

Z=0 

Pixel coordinates 

(X1,Y1,0) 

(x1,y1) 

(XN,YN,0) 

(xN,yN)

Computing the Homography

•  Taking h33=1 for normalization, the relation xi= H Xi gives

yi =
h21Xi + h22Yi + h23

h31Xi + h32Yi + 1
xi =

h11Xi + h12Yi + h13

h31Xi + h32Yi + 1 , 

•  N such 2D-3D point matches gives 2N equations in unknowns
{h11, h12, h13, . . . , h32}

2

4
kx

ky

k

3

5 =

2

4
h11 h12 h13

h21 h22 h23

h31 h32 h33

3

5

2

4
X

Y

1

3

5

=1
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• Form a linear equation system and solve for the 
unknown homography parameters

42

Computing the Homography

{h11, h12, h13, . . . , h32}

• Warning: Too large pixel coordinates may cause 
numerical instability! 

‣ Normalize the coordinates to 0-mean and an average norm 
of sqrt(2) 

‣ Compute the homography parameters 

‣ Undo the normalization
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Perspective Correction

43

(X,Y,0) 

(x,y) 
C=0 

H-1

H (x’,y’) 
C=0 

Camera moves

H-1 (X’,Y’,0) 

• Let the angle between the camera frame and the plane be fixed: 

• Then even if the camera moves, through H-1 we can get the 
relative coordinates (X’, Y’, 0) with respect to the camera.

Reference pointReference point



EE 493, METU, 2018

Part II: Conclusions

• Perspective correction problem: 

44

3D coordinates  
(X,Y,Z)=? 

Pixel coordinates  
(x,y) 

3D distance=?  

Pixel distance  

‣ Easy to do if the scene is planar and camera looks at 
the scene from a constant angle 

‣ Learn a homography model!


